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• To what extent the structure of a social network, for example, the different 

classic network structures, facilitate the process of information diffusion?

• To what extent would social networks account for the process of 

information diffusion since information does not always spread through 

social links, i.e., other avenues being the traditional channels of 

TV/radio/newspaper broadcasting? Use real network data.

• How many early adopters (seed nodes) would be needed to disseminate 

the information in a certain social network so to ensure wide enough coverage 

and where are their best locations in the network if to achieve such (the 

identification methods of early adopters)?

Research Questions
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Network Generator
Preferential 
attachment

Small World

Lattice Random

Network Analysis

Centrality(node):
Degree
Betweenness
Closeness
Eigenvector

Characteristics:
Number of nodes
Number of edges
Modularity
Diameter

Community 
detection

Data structures, utility, common classes Data setsModels

Algorithms

Greedy algorithm, degree discount, degree centrality, betweenness
centrality, closeness centrality, eigenvector centrality

OSLOM, Girvan-Newman, 
Claust-Newman-Moore

Simulating information diffusion and visualization

Software Architecture
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Network Generator
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Information Diffusion on Social Networks

Simulating Diffusion



Network Analysis 

Network analysis was designed to explore the characteristics 

of a network.

Statistic characteristics of networks

Number of nodes

Number of edges

Modularity, and

Diameter

Centrality (nodes): 

Degree

Betweenness

Closeness

Eigenvector
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N=200

E=397

Avg. D= 3.97

Modularity = 0.488

Diameter = 6

Network Analysis
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Community Detection

Three methods:

1. Order Statistics Local Optimization method

Statistical significance, directed/undirected, with/without weights

2. Clauset-Newman-Moore community detection 
Very large networks

3. Girvan-Newman community detection
Based on betweenness, progressively removing links until left with 

those between communities
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Community Detection

Nodes with same color belong 

to the same community
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Community Visualization
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Information Diffusion Simulation

Six centralities and heuristic algorithms for 

selecting seed nodes:
1.Greedy algorithm

2.Degree discount

3.K-shell

4.Betweenness centrality

5.Closeness centrality

6.Eigenvector centrality
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Information Diffusion Simulation

Two information diffusion models:

1.Linear threshold model

2.Independent cascade model
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Analyses and Results - I
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Average Path Length

The network that has a shorter average 

path length tends to trigger a bigger 

information adoption cascade.



Adoption Rate vs. Avg Clustering Coeff.
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Average clustering coefficients

the more clustered a social network is, 

the more it may impede the spread of 

message within the social network



Centralities and Heuristics Experiments
• Six different centralities and heuristics were tested on the type 

of structure in the networks: preferential attachment, 
random, small-world, and lattice networks, with different 
number of nodes (N = 800, 400, and 200)

• Each type of networks was used in the simulations with three 
different sets of propagation probabilities: 

a) 𝑝𝑜𝑝 =0.4, 𝑝𝑛 =0.3, 

b) 𝑝𝑜𝑝=0.3, 𝑝𝑛=0.2 and 

c) 𝑝𝑜𝑝=0.2, 𝑝𝑛=0.1. 

Analyses and Results - II
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• Information diffusion on 
four types of simulated 
networks with six 
centralities and heuristics. 

• The total number of nodes 
is 𝑁 = 200; Propagation 
probabilities for opinion 
leaders and normal people 
are 𝒑𝒐𝒑 = 𝟎. 𝟐, 𝒑𝒏 = 𝟎. 𝟏.
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Analyses and Results - Continued

More seed nodes  Higher adoption size



• Information diffusion on 
four types of artificial 
networks with six
centralities and heuristics. 

• The total number of nodes 
is 𝑁 = 𝟖𝟎𝟎; Propagation 
probabilities for opinion 
leaders and normal people 
are 𝒑𝒐𝒑 = 𝟎. 𝟒, 𝒑𝒏 = 𝟎. 𝟑
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Analyses and Results - Continued

For larger networks, seed nodes are even more critical



• Evaluation of the 
efficiency of diffusion on 
each early adopter in 
three different networks. 

•𝑆 denotes the rank of 
seed nodes (early 
adopters); PA refers to 
preferential attachment. 
The network size 𝑁 =
200
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Analyses and Results - III

Propagation probability affects small-world networks and 

random networks the most



Real Network Examination

–Bernardo wildfire tweets:

.

Analyses and Results – IV
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Real Network Examination
• To find the parameters of the information diffusion model 

that could mimic the information diffusion in Bernardo 
wildfire:

–Bernardo wildfire network was imported

–Grid search was conducted for emulating different 
propagation probabilities

»With a fixed increment of 0.001, starting with 0.1 in each 
simulation. 

Analyses and Results – V

2016 IBSS Workshop – KSU Team



Analyses and Results – Continued

• Using contour maps, the areas 
of errors (difference between 
simulated results and real 
network results) was plotted 
from low to high.

• Lower values are light greens, 
and higher values are dark 
reds.
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Simulation tools could mimic the information 
diffusion in real events. 

• Range of optimal parameters (propagation 
probabilities)

• Parameters of propagation probabilities usually 
decrease along with time unless a new update 
emerged in the topic. 

Real Network Examination Summary
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Concluding Remarks

Efficient Information Diffusion is determined by:

Network structure 
A shorter average path length or a lower average clustering coefficient 

tended to have a wider information diffusion

Influential early adopters
Degree discount performs the best over all types of ntwk

Greedy only performs well in Lattice network

Well-connected networks need fewer early adopters

Propagation probability
Higher propagation probability leads to more efficient information 

diffusion, needing fewer early adopters
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Future Network
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• Improve existing tools to be suitable for large 

scale networks

• Develop additional social network tools

• Improve influence maximization algorithms for 

better understanding and more effectively 

predicting the spread in the social network with 

spatial and temporal content. 

• Spatial clustering and Social clustering


