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As the National Science Foundation (NSF) indicated – “Theory and experimentation have for centuries been regarded as two fundamental pillars of science. It is now widely recognized that computational and data-enabled science forms a critical third pillar.” Spatiotemporal computation is thus the third pillar of our transdisciplinary research project entitled “IBSS: Spatiotemporal Modeling of Human Dynamics across Social Media and Social Networks” sponsored by NSF. This IBSS large interdisciplinary project will study human dynamics across social media and social networks and focus on the spatiotemporal modeling of information diffusion and the inter-correlation between online activities and real world human behaviors.

Different from the traditional attribute-value data, the vast amount of social media data are largely unstructured, noisy, distributed, and dynamic. Consequently this research has to develop effective and accessible data processing, visualization, and analytical tools for social scientists to study human dynamics and information diffusion through analyzing the dynamic changes of spatiotemporal patterns with two scenarios of human dynamics (disaster warnings/alerts and referendum/propositions of controversial social topics) using computational predictive methods and agent-based modeling (ABM) approaches. When intensive data processing and analytics are inevitably expected, exploring scalable and high performance computing solutions over emerging advanced computer architecture and systems are indispensable to support the tasks of big data analytics and modeling in this project.

With the exponential growth of geospatial and social media data, the challenge of scalable and high performance computing for big data analytics become urgent because many research activities are constrained by the inability of software or tool that even could not complete the computation process. In the problem-solving and decision-making processes, the performance of spatiotemporal computation is severely limited when massive datasets are processed. Heterogeneous geospatial data integration and analytics obviously magnify the complexity and operational time frame. Many large-scale geospatial problems may be not processable at all if the computer system does not have sufficient memory or computational power.

Emerging computer architectures, such as Intel’s Many Integrated Core (MIC) Architecture and Graphics Processing Unit (GPU), and advanced computing technologies provide promising solutions to employ massive parallelism and hardware resources to achieve scalability and high performance for data intensive computing over large spatiotemporal and social media data. Exploring novel algorithms and deploying the solutions in massively parallel computing environment to achieve the capability for scalable data processing and analytics over large-scale, complex, and heterogeneous spatial and social media data with consistent quality and high-performance is the central theme of this research task.

New multi-core architectures combined with application accelerators hold the promise to achieve scalability and high performance by exploiting task and data levels of parallelism that are not
supported by the conventional computing systems. Such a parallel or distributed computing environment is particularly suitable for large-scale spatiotemporal computation over big spatial data as proved by our prior works [1-7], while the potential of such advanced infrastructure remains unexplored in this domain. Within this research, we will exploit multicore CPUs, GPUs, and MICs, and potentially clusters of CPUs, GPUs and MICs, to accelerate the computation for timely delivery of result of analyzing the dynamic changes of spatiotemporal patterns with two scenarios of human dynamics using computational predictive methods and agent-based modeling (ABM) approaches.

Given the example in our current initiative of “Understanding and detecting wildfire events from the chaotic social media through supervised learning”, we designed the workflow to clarify whether a tweet message is really about a true wildfire event or not. The workflow consists of three sequential procedures as 1) Apply cosine similarity calculation to examine the distance/similarity between tweet messages; 2) Apply Affinity Propagation (AP) to identify exemplars of tweet messages by using the distance value derived from the first step; and 3) Apply accumulative exemplars to classify tweet messages using SVM approach. When the volume of datasets is small, the workflow can be completed by using existing software products quickly. When big data is involved, however, the workflow cannot be implemented successfully. In the case of AP calculation, although AP has obvious advantages in comparison to many other approaches for clustering analysis [8-9], it was acknowledged [10] that “Affinity propagation’s computational and memory requirements scale linearly with the number of similarities input; for non-sparse problems where all possible similarities are computed, these requirements scale quadratically with the number of data points.” It took hours or a day to complete the AP calculation over some sample datasets discussed in [10]. In our pioneering study [1], AP calculation is an embarrassingly parallel problem that needs large memory to process big data, e.g. 10K points need 4GB memory, 20K points need 16GB memory, and 40K points need 64GB memory. Solutions over clusters of GPUs have to be developed to handle big data. In the case of agent based modeling, ABM has been implemented on individual GPUs or multiple GPUs. Data communication may have to be executed multiple times in order to complete the computational processes thus increase the difficulty and challenge in development. Since ABM is a critical component in this research project, we will collaborate with other team members to develop hybrid solutions to complete ABM simulation over big spatial and social media data.
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